- Best
Available
Copy



AD-764 968

SPEECH AND PICTURE PROCESSING

Alan V. Oppenheim

Massachusetts Institute of Technology

s

repared for:

Office of Naval Research
Advanced Research Projects Agency

2 August 1973

DISTRIBUTED BY:

National Technical Information Service
U. S. DEPARTMENT OF COMMERCE
5285 Port Royal Road, Springfield Va. 22151

i.ln_-._n.L...




- - ”
6.3

Massachusetts Institute of Technology
Research Laboratory of Electronics
Cambridge, Massachusetts 02139

SRR NESITTT .

SPEECH AND PICTURE PROCESSING

A WL

' Serriannual Technical Report

covering the period {'\t ™ 4\
s o Bt
~ =30

%
January 15, 1973 - July 15, 1973 _ e
p \‘.g s

="
U; AUG 17 1673

AD 764968

Sponsored by
Advance Research Project Agency
ARPA Order No. 1997

' 3 1 j ‘T’_.;dl
Reproduced by e ‘—-——-‘—-—— .-
NATIONAL TECHNICAL Appreved for publdc releasey
INFORMATION SERVICE Distribution Unlimited
U e et VASSIY : ‘ #
Coniract No. N00014-67-A-0204-0064
Modification No: 01
Program Code: 80230 # 3D30 Principal Investigator:
. A. V. Oppenheim
Effective Date of Contract: 617-253-4177
January 15, 1973
Scientific Officer:
Contract Expiration Date: Marvin Denicoff ‘
Program Director for g

January 14, 1974 ) Information Services

Amount of Contract:
$196,377.00




Semi-Annual Technical Report
ONR Contract NOOOl4-67-A-0204-0064 ,
covering the period January 16, 1973 - July 15, 1973
b submitted by
A, V., Oppenheim - Principal Investigator
August 2, 1973
Projects Studied Under the Contract:
During the €irst half of the contract year, the program continued

the following studies: speech analysis by linear prediction, digital

frequency warping, development of a high speed digital processor for

e R e vl S ey

speech synthesis, and the design of two-dimensional recursive digital
filters. These projects are summarized in the following pages and !

reprints of available publications are appended, ‘

Tie views and conclusions contained in this document are those
of the author, and should not be interpreted as necessarilv representing
the official policies, either expressed or implied, of the Advanced

Research Projects Agency or the U,S. Government,

A s P i i W™ L bk

<
A
[re mwauun.v.cm-—

o




Abstract

During the first half of the contract year, the program continued
the following studies: speech analysis by linear prediction, digital
frequency warping, development of a high speed digital processor for
speech synthesis, and the design of two-dimensional recursive digital
filters, These projects are summarized in the following pages and
reprints of available publications are appended,




REPORT SUMMARY 2

l, Speech Analysis by Linear Prediction

The general direction of this research is to study in detail,
and to summarize in quantitave terms, the acoustic properties of pre-
stressed consonants of General American English,

We have chosen to study the acoustic properties of these consonants
under a highly controlled environment, where syntactic and semantic
influences are constrained to a maximal degree and where the phonetic
environment can be varied in a systematic way. We feel very strongly
that, in order to study the acoustic properties of phonetic units and
find the relationships between these acoustic properties and their under-
lying invariant attributes, the construction of such 2 cimtrolled data-base
is essential

We have restricted ourselves to study only pre-stressed consonants
for several reasons, First, a stressed consonant™vowel sequence seems
to be universal among all languages. Studying pre-stressed consonantz
might provide a common ground where similar studies of other languages
could be attempted and compared., Secondly, stressed syllables in an
utterance are probably articulated with greater care and effort, thereby
resulting in a robust acoustic sigral where the extraction of acoustic
parameters is more reliable, It might even b2 hypothesi. ed that the
acoustic properties of consonants are least distorted by the environment
when they appear in stressed consonant-vowel (C-V) syllables. Acoustic
invariants of consonants are more likely to be observed in such environ-
ment, Therefore, this phonetic environment might provide, in some sense,
the clearest indication of the ideal relationship between the underlying
invariant attributes and their acoustic correlates,

o A ]
It is hoped that studies of this type will lead to a better under-

standing of the nature of language. This study also has iwwcdiate appli-




cation in the recognition of speech by machine, Since stressed syllables
seem t¢ provide more reliable acoustic information, it may be hypothesized
that one should first exercise considerable effort in the phonetic
recognition of stressed vowels and consonants., One would also expect
algorithms proposed for continuous speech to perform quite reliably in
such an environment,

The acoustic analysis system has been implemented on the FuP-Univac
computer facility at Lincoln Lab, The system can generate linear predic-
tion spectra as well as various acoustic parameters, Spectra and para-
meters are computed every 5 msec and are available for on-line display
and examination., They can also be stored on magnetic tapes for later
use,

Several considerations have been weighted in the construction of
the data-base,

1) Our interest is in studying stressed, C-V syllables in a

controlled phonetic environment,

2) We would like to study them as they would appear in continuous
speech,

3) We would like to eliminate,as much as possible, the linguistic
influences,

4) It was also decided that a final consonant should be added to
the syllables, since certain English vowels do not appear in the final

position of a word.

5) The data-base should be general enough so that later studies of

vowels and post-stressed consonants can be carried out on the same

40 .
speech material,

6) Finally, talker-dependent phenomena, as well as variations within

.
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a given talker, should also be accounted for,
The format of the speech material was finally decided to be a non-
sense word ha'ClVC2 embedded in a carrier sentence, "Say --- again."

The size of the data-base presents a non-trivial problem in terms of

data storage., A rough calculation indfcates that if we are to include
all C-V combinations, a mere 10 repetitions of each combination will
result in some seventy-{our thousand utterances or approximately thirty
hours of speech material, We are in the process of recording these
utterances, excluding only those stressed, C-V combinations that do
not occur in English, However, we only intend to study a realistic
but substantial subset of the utterances in detail,

It was decided that we will use the Univac~FDP system for signal
processing and use the TX-2 computer for storage and on-line data
analysis. An interactive display and data retrieval system is presently

under development on the TX-2, The system, when completed, will be

b P e i

able to display acoustic information in various forms. Collection of

statistics over a large corpus of data can also be done with relative i
case. ';
Preliminary data indicates that phonetic units have certain acoustic 1

cues that are environment-dependent and others that are reasonably :
i

invariant, It is well known that when speech sounds are connected to

form an utterance, there is a considerable degree of overlap in the en- 1
coding process so that influence of one phonetic unit can be found in

its adjacent units., We feel that there is probably as much coarticulation ¢
effect on the coygonants as there 1is on vqwels, i.e,, acoustic propgrties

of consonants are quite dependent on its vowel environment, With the

availability of additional data, we'll be able to draw more specific

conclusions on these observations,
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2, Application of Digital Frequency Warping to Unequal Resolution
and Vemlier Spectrum Analysis

The application of a technique, which has been referred to as digital
frequency warping, to unequal bandwidth spectral analysis has been
investigated. With this technique, a sequence is transformed into a
second sequence in such a way that the Fourier transforms of the original
and transformed sequences are related by a non-linear transformation of
their frequency axes, An equal bandwidth analysis, carried out on the
transformed sequence, then corresponds to an unequal bandwidth anczlysis
of the original sequence., In many spectral analysis applications, it
is desirable to have the analysis bandwidth change with frequency. For
example, in the analysis of noise generated by mechanical systems for
detecting potential failures it is often important to utilize proportional
bandwidth or constant Q analysis so that the form of the spectrum is
invariant under a time scaling of the signal, which might result, for
example, {rom a change in the speed of the system, In other instances,
such as sonar data analysis, it is desirab.,e to analyze wide bandwidth
data while obtaining high resolution at tie low frequencies. In this case,
it is generally desired to have the analysis bandwidth increase with
frequency, but the exact form of the bandwidth as a function of frequency
is not crucial. While the class of frequency transformations, afforded
by digital frequency warping, does not permit proportional bandwidth
analysis, it does permit an analysis in which the analysis bandwidth in-
creases or decreases with frequency and also permits a vernier analysis,
A method for comparing the bandwidth of the frequency function afforded
by digital frequency warping, with a constant Q analysis, has been

developed, and a detailed study of the comparison carried out,

3
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One of the potential advantages of digital frequency warping lies
in its relatively simple hardware implementation., This implementation
corresponds basically to a cascade chain of first-order digital filters
and thus an important consideration in the use of this technique is
its sensitivity to arithemetic round-off noise. As a part of the study
of this technique, arn analysis of the arithemetic round-off effects has
been carried cut, It is shown, in particular, that these effects are
not severe,

This work has been presented in a paper entitled, "Unequal Resolution
and Vernier Spectrum Analysis," by C., Braccini and A. Oppenheim at the
Florence seminar on digital filtering, Sept. 1972, and also at the

International Conferenrce on Signal Processing, University of Erlagen,

Germany.,




3, Development of a High Speed Digital Processor

Work has continued on the detailed design of the Black Box and
on component selection. Due to expansion of the data word size to 24
bits, the chip count is now about 700, Two of eight circuit boards have
been received, and final design and layout of the multiplier, which uses
these boards, is proceeding, We are writing a computer program to opti-
mize “he propagation delay of the multiplier with respect to chir count,
since we estimate about 165 MC10181 ALU chips will be needed for the
24 X 24 bit multiplier, Despite its size, the multiplier should still
operate in approximately 100 nanoseconds. Considerable effort has been
expended on the I/0 interface design. Since the Black Box data word

length is 24 bits, its instruction word length is 50 bits, and we plan

to interface the machine to either 18 or 16 bit host computers, we have

provided a flexible I1/0 system which is easy to use for both fractional

and integer data, as well as instruciions,

3
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4, Two-Dimensional Filter Design

Recent work on the problem of two-dimensional recursive filter design
has been in the area of developing an algorithm which can be used to
select rational functions in twe variables which approximate a desired
filter frequency response in an optimum sense, The algorithm which has
been developed is a straightforward extension of a one~dimensional
algorithm which approximates an ideal function by rational functions,
This algorithm is the differential correction algorithm., This is an

iterative procedure which is described in E. W, Cheny's Introduction to

Approximation Theory (p. 171)., It can be proven to yield the best

approximation to a given function in the Tchebycsev (minimax) sense in

a region, Implementing the algorithm on a digitai computer, however,
constrains us to work on a finite point set rather than over a connected
region, The number of points used is constrained by the amount of avail-
able computer memory and computation time,and to date the largest net of
points has had 544 members, This was observed empirically to be
sufficient for some two-dimensional design problems, but not for all,

The differential correction algorithm has also proven to be a useful
technique for designing optimum one~dimensional recursive filters, and
is worthy of further research in this context, particularly in the area
of weighted approximations where the prescribed error tolerance from the
ideal design is allowed to vary as a function of frequency.,

In addition, we have discovered that if certain assumptions concerning
the data to be filtered are made, a two-dimensional filtering problem may
be traasformed into a one-dimensional filsering problem by applying the
one~projection égeorem of Mersereau [MIT, ScD., thesis, 1973], In éhis case,

standard one-dimensional filter design techniques may be employed to

solve the filtering problem,
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APPENDIX I

To be presented at Florence Seminar on Digital Filtering
September 21 to 22, 1972

O Florence, Italy

Applications of Disital Freauency Varping to uncaual Resolution

and Vernler Spectrum Analysis

C. Braccini®* and A. Oppenheim?t

Recently, a technigue referred to as digital frequency

warping was proposed(l). The technique corresponds to processing
a sequence f(n) to obtain a new sequence g(n) in such a way that
the Fouriler transforms of the sequences are related hy a distor-

RN

denoting the Fourier transforms of g(n) and f(n) respectively the

tion in the frequency axis. Specifically with G(cjﬁ) and F(e

frequency varlables are related by

Q=0+ 2 arctan [%%;2259] (1)

The sequence g(n) 1s obtained from f(n) by means of a cascade

of two first order filters and a chain of first order all-pass

networks all with pole locations at z = a. As the paramcter a

is varied, then according to eq. (1) the amount of frequency warp-
,. ing 1s varied. Because thils cascade chain of first-order netuvorks

is defined by the single parameter a and because of its modular

nature 1t Leads to a relatively straightforvard hardware realization.

The frequency varning specified by eq. (1) is a monotonic

function of Q and maps the interval -w<Q<+w into the interval ‘

,
mm i St e 0%




-ngQg+n,  VWith the coeficient a positive, ﬁ(Q) has a slope greater
than unity at 92=0 and less than unity at Q=n. Consequently if
constant bandwidth spectral analysis is carried out on the sequence
g(n),usirz, for example, the Fast Yourier Transforn algorithm,

it will correspord to unequgl bandiidth analysis of Lhe seauence

f(n) with the bandwidth monotonically increasing with frequency.

If the relationship between 2 and 2 were logarithmic then an

equal bandwidth analysis of g(n) would resmlt in a constant Q

analysis of f(n). In many applications unequal resolution analysis

is dcsirablc(z—a). In some cases the svecific character of the

resolution as a function of frequency is not important. In

other applications such as when form invariance is desirable,

it is important to have an approximately constant analysis.

One of the obJectives of this talk is to discuss the use of

digital frequency warping to approximate constant Q analysis.
Because of the fact that the warping specified by eq. (1)

has a slope greater than unity at Q=0 it can be used to provide

a vernier spectrum analysis. 1In particular the Discrete Fourier

Transform of g(n) provides a sampling of the spectrum of f(n)

with close spacing of the spectral samples around Q=0. With the

parameter a close to unity, this can be viewed as a vernier

analysis around Q2=0. In general, of course, we would like the

ability to carry out a vernler analvsis around an arbitrary fre-

quency. This can be accomplished by multiplying f(n) by a complex

exponential sequence to modulate the desired center frequency
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tofl=0, implementing the frequency warplng and Fourier transform.

Several examples 1llustrating the procedure will be presented.
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Te be presented at tl.e Cendexence on
SIGNAL PRCOCESSING

¢ Undvens ity of ERLANGEN - Gewiany
1. INTRODUCTION i Apred 4-6 1973 ;i

Spectral analysis has traditionally played on important role in the more general
areus of signal processing. With the development of the Fast Fourier Transform
(FFT) slprrithm and the present trend in digital hardware it has become increa-
singly pussible to carry out sophisticated spectral analysis digitally.

In its most straightforward epplication in digital spectral analysis, the use of
the FFT leads to spectrum analysis corresponding to an analysis carried out with
a filter bank with equal bandwidth filters uniformly spaced over the entire si-
gnal band. In many spectral analysis applications, however, it is desirable to
have the analysis bandwidth change with frequency.

For example in the analysis of noise generated by mechanical systems for detec-
t;ng potential failures, it is often important to utilize proportional band-
v1dth, or constant @ analysis, to obtain form invariance. In other instances,
it is desirable to analyze wide bandwidth data while obtaining high resolution
et the low frequencies. In this case, it is generally desired to have the ana-
lysis bandwidth increase with frequency but the exact form of the bandwidth as
a function of frequency is not crucial.

Another example of what can be regarded as spectrum analysis with an analysis
bandvidth which is frequency dependent is a vernier analysis., In this ‘ase, we
are interested in an ansiysis over a small portion of the band, with the effec-
tive filter spacing much smaller than the effective filter widths so that the
spectrum is oversampled in freOuenCJ. Such as analysis is often useful, for
example, when one is interested in detecting and measuring the center frequency
of a narrowband component with a simple peak-picking algorithm on the spectrum.
This corresponds to very high spectral sampling in a part of the frequency band,
and none or very low spectral sampling in the remainder of the band.

In this paper, the application of a technique referred t> as digital frequency
wvarping to unequal bandwidth spectral analysis will be discussed. This techni-
que transforms a sequence in such a way that the Fourier transforms of the ori-
ginal and trancformed sequences are related by a no nlinear transformation of the
frequency axis. An equal recolution analysis carried out on the transformed se-
quenice then enrres ponds to an unequal resolution of the or iginal sequence,

In the follewing discuszsion, we will first present a frame-work for discussing
the probler of :pectral analysis and indicate how tke Discrete Fourier Transform
js commonly applied. We -ill then discuss in a general sense how wiequal ' ni-
width spectral analysin con be implescnted by first inplerenting a nonline
distortion of the fregucy axis, followed by ~n equal bandwidth analysis.




2. GENERAL SPECTRAL ANALYSIS

Let f(n) denote a sequence of data and F(Q) its Fourier traasform. A set of mea-
surements of the spectrum as viewed through a spectral window will be denoted
by Gy with "

' Gk = ‘ I F(Q) H(R.Rk) dﬂ_ l sk=1,2, ..., K. (1)
- -n :
The fact that the spectral window H(2,%) is a function of two variables indica-
tes that the shape and in particular the width of the window cen change with the

center frequency {. When the spectral window H(Q,%) depends only on the dif-
ference (2-1y) so that eq. (1) becomes

Gk = l I F(Q) H(Q-—ﬂk} aQ

-
an equal bandwidth analysis results. The spectral measurements Gk can be thought
of as corresponding qualit:tively to filter bank outputs where each filters has
the same spectral shape with only the center frequency O shanging along the fil-
ter bank. Generally, it is desirable to choose the lowpass prototype filter cha-
racteristic H({) to approximate unity over a band of frequencies with a width
denoted by B and zero outside the bana and to choose the soacing of the center
frequencies i.e. ( f41- O ) to equal the constant B independernt <f k.
In this way, the band is covered by non-overlapping filters. In some cases,
however, it is desirable to choose the spacing of the center frequencies to be
much less than the filter widths. In this case, the filters are overlapping.
Such an analysis is commonly referred to as a vernier analysis and as menticned
in the introduction, can be useful if, for example, the analysis is directed
toward the detection and measurement of a narrowband component.

A

, (2)

If the spectral analysis corresponds to proportional bandwidth analysis then
equation (1) takes the form

n
a - | I F(Q, H(-‘-:-’-) an . (3)

k
-n

In this case, the effective filter width is proportional to the center freguen-
cy. Here the effoctive filters becore wider as the center frequency increases.

Generally when data is analyzed using the jiscrete Fourier transform, a finite
length window w(n) is applied to the data and the DFT of the product computed.
The megnitude of the DFT values then correspond to spectral samples Og as speci-
fied by eg. (2) with 2 = k. The Fourier transform of the data window w(n)
corresponds to the spectral window H(Q). Thus, a direct application of the DFT
results in an ejual resolution analysis. A commonly used proce dure for approxi-
mating a constant % analysis or rore geaerally unequal resnluticn is to sum ad-
jacent frequency bins with the number of bins surmed inecreasing with frequency.
In the next section, we discuss an alternative whereby we consider the general
notion of distorting che frequency axis of the sifmal to bve processed, followed
by an equal resolution analysis of the result.
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3. UNEQUAL BANDWIDTH SPECTRUM ANALYSIS
BASED ON FREQUENCY TRANSFORMATION
The DFT computes spectral samples whose magiitude is of the form
L
G, * I F(R) H(Q2-kQg) a0 (L)

-
correspond%ng to an equal bandwidth analysis of f(n). Let us consider a sequen-
ce f(n) which is related to f(n) in such a way that

F(g) = F(R) (5)
8 vhere 1= o(Q).
An equal resclution analysis of ?(n) according to equation (4) leads to the coef-
ficients .

6, = | [ FA) H(R-kd,) df l (6)

or, since 2 = 8(2), . = -
G, | [ F() H[G(Q) nk][ e an | (1)

-n

with 2, = keé(Q). : 1

We: see now, that this no longer has the form of an equal resolution anelysis but,
except for the factor d8(f)/dQ , still retains the general form of equation (1).
Thus, we can interpret equation (7) as an unequal résolution analysis of f(n) mo-
dified by the frequency characteristic de/dQ. This spectral weighting can be
compensated for prior to the spectral analysis by means of an apprcpriate pre-
emphasis, or can be taken into account in interpreting the spectral coefficients.
If the lowpass prototype filter H(Q) has a bandwidth B, and if we assume that
o(n) is approximately linear over any interval of length B, then the bandwidth
of H(0(q) -ke(ny)) is B divided by the slope of 6(2) at 6(Q) = k8(Qg) . Thus,
if 0(2) has slope monotonically decreasing with Q, then the bandwidth of the
analysis will monotonically increase with 0.

For the specifi$ case in which we would like a constant percentage bandwidth ana-
lysis, 06(Q) is of the form

| A o() = a; ln ap (8)

so that eq. (7) takes the form

m
6 = l l F(Q) H[al 1n

g 1%
K '{; J 2 dQ (9.a)
- .
where : 5 " agkwl) n% . (9.v)

For a vernier analysis, we would choose a(2) to have a large slope in the fre-
quency range for which the vernier analysdis is Jesired. -

There is not available a simple procedure for rodifyine a sequence to obtain a
logarithric frequency transformation of the form of eq. (B). However procedure
has been developed for cbtaining a frequency transformation of a cpecific form.
In the next section, we wriefly review this procedure and then discuss its use
for uncqunl resolution analysis. As a measure of the behavior of the resolution
as a function of frequency, we compare it with constant percentape bandwidth,
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4. FREQUENCY WARPING USING AN ALL-PASS TRANSFORMATION
!
A procedure for implementing a frequency transformation of the form
a sin(Q - Qa)
8(e) = (a-q)+2 arctan[ T8 cos(a- ) (10)

has been discussed [1]. The frequency warping achieved is restricted to the
functional form of eq. (10) and can only be varied within the flexibility affor-
ded by the parareters a and Qp . A plot of 8(Q) for Qa = 0 and several values
of a 1s depicted in figure 1.

'] .
a(a)

FIGURE 1.

Frequency warping function
for several values of the
parameter a.

nj=a

n/e m fl

To implement this frequency warping, we consider t+o sequences f(n) and t(n)

) i T8 S Y .Q = ‘OQ
with Fourier transforms related by F( o9 ) - F( 2 ( )J
With 8(Q) of the form of eq. (10), and assuming that f(n) 1s zero for n < 0, it
has been shown that f(n) and f(n) can be related by
5 o -jf n

r(k) = 7 e #n)  holn) (11)

K
n=0

where Hk(Z)’ the z-transform of hk(n) is given by

-1
(1 - a?)z"! { 2~ - a ]k K 5T |
(1-a ek 1-a 27}
W (z) = (12)
L S k=0
1 - a 27}

. : jfian : . .
this corresponds to processing f‘(—n)cJ a7 with the system shown in figure 2. .

¢ - =nt 1 l(1—'1) 'l| _ vzol-a 2= -a

</
|

g 1- 2~} ‘ t 1-az7} 1-az~} ‘
no(n) raln) F2(n) iea(n)
FIGURE 2. All pass network nced to implement the requency warping of fig. 1.
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The sequence l(n) is obtained by sarpling the outputs along the cascade chain at
n=0, i.e.

f(n) = g(0) (13)

In a practical implementation of this system, the sequence f(n) would be of fini-
te length and it would often not be necessary to revarse the direction of the
input sequence since this does not affect the mdgnltude of F(ed?) ana F(ed?)
and only changes the sign of the phase of F(ed9).

For ; = 0 und a positive, we no:e from figure 1 ttat the slope is monotonical-

) ly decrea51ng with freouency and consequently an analysis u51ng the warping given
by eq. (10) with 23 = 0 will have an analysis bandwiith which increases with fre-
quency. With 25 # 0, the analysis bandwidth will be minimum around Q = Qg . We
wish now to compare tne analysis as provided by the warping of eq. (10) wlth
constant percentzge bandwidth analysis. To present the basis for the comparison
procedure it is helpfu) to refer to figure 3, indicating the manner in which a
filter with bandwidth B is reflected by the ~urve 8(2). The bandwidth of the
filter applied to the sequence f(n) is

B = 0, -0 ' ' (14)

and its center frequency is

FIGURE 3. J’
The reflection of a filter

vith bandwidth B by the
curve 0(Q).

:

== it

The bandwidtn and center frequency of the equivalent filter applied to f{n) are

B = @, -0 i I (16) .

Q

L(q,+a . (17)
c P

The Q of the c'fnctlvc filters applied to the® sequenca f(n) is defined as

Q = -}f- X - (18)

(4
For a constant percentage bandwidth analysis we require that Q be independent of

flg and conszquently that @ be proportional to si,. That this 18 in fact so for

." = = o o
- v PP Te—— v .
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the logarithmic transformation Q = a; ln az @
or Q = = eQ/al
82 .
follows in a straightforward manner. Specifically, ™ = ;%— exp( ;% ) ’
1 52 ~ ~ -
Q - 22
e * 22 exp( . ) and Qi = Q; +B . Therefore
1931 -~ 2
B = B
3 : exp( = )[exp(alj+1] 1 exp = ) + 1
LA~ E: : % % : . (9
exp ( E:-)[exp(;:)—1] exp(-;; ) -

Since B and a are constants, Q is a constant. In the same manner, we can compu-
te the center frequencies and bandwidths reflected through the warping curve of

eq. (10). The exact computation of the bandwidths leads to unwieldy expressions
and we will instead base the comparison on an approximate analysis. The appro-

ximate analysis corresponds to assuming that 0(Q) is linear over an interval

with width B in 2. With this agproximation, 8 and B can be simply related by
the slope of 6(Q) at 2 = Q and & and Qe are simply related by

- Q
(o

e(QC) . ' (20)

It has been demonstrated that for a = 1/2 and O < B < 2n/32 the error due to
this approximation is less than 1 % and for B less than 2n/16 the error is less
than 4 %. With the assumption that 8(Q) is linear over the range §2 - with
slope 0'(Q.), B and B are simply related by

B = Be'(n) . . (21)
Thus, the Q of the effective filters is ’
Q Q
Q = — = — o'(a) . (22)
B i c

. For constant percentage bandwidth, Q is constant, while the Q given in eq. (22)
is a function of Q.. To compare this with constant 2, we define the error rela~-
tive to a constant value Qp as

a(e) - Q,

e(n,) = ey (23)

where we have denoted the dependance of the error and Q on Q¢. With the error
expressed in this way, Qp is of course arbitrary and the error is therefore de-
pendent on what constnnt o value we choose to compare () with. Consequently,
it is ccnvenient to display the error in terms of log(14~c(Qc)) since

log( 1+e(R) ) = log Q(e,) - log Q. - (2L)

With e(f,) presented in Lhis way a change in Qp is reflected by a vertical dis-
placement of the error curve. Since, from eq. (22), Q(2.) is proportional to
1/B, it is also convenient to consider Gy to be proportional to 1/B. Thus we
express Qp as Qp = C/B.

' . 2
In figure b, a set of error curves are displayed for different valies of aand 9,.
For each value of 1, the di fferent numbered curves yresented correspond to a
change in ,. It was also convenient for the purpose of displaying these curves,
P to adjust the vertical position of each curve sO tiaat they are tangent to £ = O.

Thus each curve displayed has associated with it a different value oT iCr
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A table of the values of &, and C for each curve is given in Table 1. We note
on these curves that for cach value ot a, those curves which are simple convex
curves appear to be quite similar. It has been veriried computationally that
for values of modulation bhetween those given, lineav interpolation provides a
close approximation. 7o discuss how the error curves should be -interpreted, let !
us consider a specific example. Let us assume that we wish to investigate the :
deviation from constant Q for a = 1/2. Referring to the appropriate set of er- y
ror curves, we note that from curve 3 (figure Y.b), corresponding to a modula-
tion of zero, it is possible to have a positive error relative to Qr = 0.90 B
between O and 10 % in the frequency ranre 0.h2 n < & € 0.93 # ., Alternatively
by shifting the same curve downward, we see that it is possible to have an error
between * 10 % relative to %y = B in the frequency range 0.26 m < Q s 1,04 n .,
For a = 3/U; with 2, = 0, it is possible to have an crror between : 10 % in the A
frequeny range O.43 m € Q € 1,05 7 with Q. = 0.42 B. We note that for Qr to
be same for the two different values of a, B can be larger if a = 1/2 than if
a = 3/bL, _Thus, with a = 3/4; a wider bandwidth analysis can be used on the
sequence f(n).

sl

s

In a practical setting, we may wish to use the frequency warping to implement an
approximation to a constant Q@ amalysis. Given the frequency range to be analy-
zed and the allowable deviation from constant Q, we can then use the curves of
figure 4 to chicose the parameters a and Qu. The design procedure will generally
be of & trial and error kind. The choice of 2, will generally depend on the i
range to be analyzed. The varameter a influences tha value of Qp so that as a
increases the value of B required to approximate a given Q will decrease requi-

ring a finer resolution analysis of f(n). At the same time3-it is generally

possible to extend the frequency range to lower frequencies as a increases.

.
w1 i o B il

Y

TABLE 1.
a curve llo. Qa C
o
= 1 0.25% 1.4
B 2 0.55 1.9
t L 3 2.2
g 1
é 4 1.5 2.5
<= 5 2 2.9 ‘4
1 - 0.5 0.66
< 2 =0, 52 0.75
- 3 0 0.90
o L N 0.5 1.1 ]
1 91 , .
[ . 5 1.0 l.i 3
3 } 6 | 1.5 ¥
D R 2.0 | e
i 1 =0t 0.29
4 2 - 0.25 0.35
=t 3 0 0.39 ‘ .
v A ) 0.5 0.47 §
By " ) 1 0.55 ‘B
et 6 0.63 _
i | ) 1.5
7 —_ . 2 S e ,..9:79-._.ﬂ__'_ ¢ 2 Y
! - 0.57 0.06h « .
&y 2 . = .4 0.073 3
- 3 o} “0.089 ,
o .}% T 0.5 0.1} .
e ’ p) 1 QL@
i f b b
- | 1 i e i 0.10 ]
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FIGURE 4.
Error curves for the use of digital frequency warping
to approximate constant percentage bandwidth
FIGURE 4.a. : '
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S. NOISE ANALYSIS OF DIGITAL FREQUENCY WARPING

The implementation of d;rztal frequency warpxng utilizes a cascade chain of all-
pass networks as depicted in figure 2.

In the previous cections, we have considered the effect of the parameter a with
regard to the applications to unequal bandwidth analysis. From figure 2, we see
that as the parameter a increases toward unity, the poles approach the unit cir-
cle. Consequently we would expect that with finite register length arithmetic
consideraiions of roundoff noise will play an important role. Thus, this section
is directed toward an analys1s of roundoff noise in implementing digital fre-
quency warping.

An 1mplem@ntat10n of the system of figure 2 in terms of multlpllers, delays and
adders is shown in figure 5. Uote that, after the first delay, the outputs of
this system differ from those of figure 2 by a factor of (1-a?). Since the sys~
tem of figure 5 implies a simple hardware struc*ure, it is the system of flg. 5
that will be analyzed with regard to roundoff noise. The factor (1-2a2) is easi-
ly accounted for in a number of ways such as dividing £(0) by (1-a?) and ap-
p1y1ng a scale factor of (1-a?) in interpreting the amplitude of the sequen-

ce f(n).

FIGURE 5.
Representation of warping network
in terms of multipliers, delays and adders.
=1 +1 -1

e >

z-1 2-1 7 2”1 B 2~ )
a{
<D L—

- - - ——

a a -1 +1

-

go(n) g1(n) g2(n) ga(n)

In analyzing the roundoff noise, we will consider only fixed point arithmetic
and assure that rounding is applied after multiplication. The register length
will be considered to be b-bits plus sign so that the error due to rounding is
between plus anc minus he27 b, We will assume that the rounding error can be
represented statiscally. Thus, white ncise gennrators can be inserted after the
multiplies to account for roundoff noise as shown in figure 6.

FIGURE 6.
Network of figure 5 with roundoff noise sources inserted.
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Each of the. goise generators €(n) are assured to be uncorrelated, vhite, uni-
formly distributed in amplitude between ¢ '5+27° with variance :

2 1 o .
o« * = 2b .,  Tne total noise output at the kP tap is denoted by ng(n).

Let Hy .(z) denote the transfer function from the kD noise source input to the
rth output tap where r = k. Then, since ve assume that the ex(n) are white and

uncorrelated ~
[ ] . » 'l
2 = = —'- j(li
. °n(r) “r("r(n)) cg k':'o 2n L Iuk.r(e ”z W - (25)

It can be verified by inspection of figure 6 that

: i
; HO.O(Z) Y Tea et
: P z-1 -2 r-1
Ho.r(z) - T ( ety ] rz1, . (26)
: .9 len 1** :
Hk'r(z) ® ——y [1-az‘f] k21, r2k.
n 5 "
2 1 ; 2 1 . 1
Thus 'é;’[ IHw(eJu)lz dg = 57[ IHM(erHz o ¥ T k21, r2k,
- e
; . 2 2)
5 Jw & K {1ea%) ;
2n ! IHQr(e )12 dw (1 303 8.2)3 rZz 1.
-n
2 1 2
i u"(o) * -8t % (27.2)
2 2 ‘ :
2 . lisgd 1 2
ag(r) e A L ] e (27.v)

It is interesting to note that the increase of 0,21(1') with r is relatively mild.
If we assume that a is 't clos= to unity then for r large on(r) is approximate-
ly proportional to r. In addition to computing the output noise variance,
however, we rust conzider the effect of limited dynamic range. With limited
dynamic range taken into account, we can compute a noise to signal ratio at each

output node in the network of fipure 5.
. To develop an approximate analysis, let us consider an input signal which is
. gaussian vhite no;se with varinnce c¢p. Then the signal at each node is also
gaussian. With os(r) denoting the variance of the output sifnal at the pth

node, it follows that n
2 " 4 ._L 1 j"’ 2
us(r) - 0L 5 I |h0,r(e )12 de : (28)
-n
2 i ul L
Thus Os(ﬂ) Gf -—1-—:';7—
(29)
a? (P4 a?)

2 2
g’lr) =& oo “pr——s77T
s( ) r (1 -a?)
- ? 3 2 : : 2 i
Ser 5> 173, 0xlt) ) ay(0) . Ve note Turthormare that 75(r) is independent
of r Tor r » O, Thus let us ~rsume that the raximum output simmal variance oc-
curs for r = 1. Oinee we Lave a-3uped that the signal is paussian, the nystem




will overflow a certain percentage of the time and as we scale the input signal
the output_signal variance is sealed and Lousequently also so is the overflow
rate. 1t is generally convenient to consider the overflow rate to be, indepen-
dent of a in which case we scale 0p such that c§(r) is conctant, i.e. o5(r)=C.
In that case, the maximum output noise to signal ratio is given by

.

o2 5
n 1 a2(1+a2 1
;E R °§ [ {1 -a2)3 *.7 117:?'] : (30)
or, since 02 = . O: . ¥ 2-2b. 82(1+a2 1 ;
¢ € 12 2 T 2 '(—"!'j'g‘. i o g B o g A (31)

According to eq. (31), the noise to signal ratio increases monotonically with r
and thus the largest noise-to-signal ratio occurs in the last stage. With R+ !
denoting tke total number of stages, and assuming that R is relatively large,
the noise-to-signal ratio in the last stage can be approximated as

x

g

n $ 1 .- R -

k"t = - i

If, for example, we consider a = 3/bL end R = 2°

2
‘A sl L.

'6'5 c w T '

In general, we would choose the constant C on the basis of the percentage of over-
flow which ve are willing to permit. For this exarple, let us choose C so that
the standard deviation of the output is 1/L, i.e. C = 1/16. Then

o 17 a
2 -2b :
;2- " -y ; or, in @b, 10 logu(a—g- = 31.8-60b.

Thus for example wiin b = 17, the noise-to-signal ratio is approximately minus
70 db. If we choose C instead so that the standard deviation is 1/2, then with
b = 17, the noisc-to-signal ratio is minus 76 db.

The above analysis is based on the attitude that we are willing to permit the
filter to overflow a certain percentage of the time. A more pessimistic analy-
sis can also be carried out for which we scale the input to prevent overflow
in the worst case. To develop this analysis, let hg r(n) denote the impulse
response of the system from the input to the kth output node and Sk(n) deno-
te the output at the kth node. -

In general, tne input will be of finite length N, and - thus we assume that

x(n) =0 for n <0 and n =N . Then n
Sk(n) . ¥ ho’k(r) x(n-r)
r=0
n
and thus Is,(n)] < max(x(n)) % |n, (r)] ‘ (33) ’
k o A
We are interested in the system outputs for n = Nl and thus we iterate the sys-
tem N times. Then, for n < N, we write that . .
N
I8 (n’] < max(x(n)) 3 (In. . (r)] n<N. (3k)
K 0,k ’
overn r=0

To prevent overflov, we require that |Sk(n)| < 1 for all k, which, from eq.(34),
is guaranteed by sealing the input amplitude so that °
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max(x(n)) < % '
overn
N
' vhere M = max = Iho’k(r)l : (35)

over k. r=0

If we assume that the input is white noise uniformly distributed in amplitude
between plus and minus 1/M, then ci = 1/3M2 and the variznce of the output si-
gnal Sp(n) is g
2 1 1
05(0) = IT TooF (36.2)

| . 2(14 g2
- ol(k) = 3&2 ?1“ ég)g k21 . (36.b)

Combining eqs. (36) and (27), the output noise-to-signal ratio is
°,2,(°) .
Iy = 3 M2 02 (37.a)
g .

» » -
-

2
o (k)

520y

From eqs. (37.a) and (37.b), it i§ clear that the noise-to-signal ratio is a mo-
notonic function of k and consequently the largest noise-to-signal rwtio occurs

(1 - a2)?
al(t+a?)

3 M? ( 1 +k °§ k21, (37.0)

|

i in *he last stage. Then, with K+ 1 denoting the number of stages in the sys-
4 tem, and assuming K > 1, the noise-to-signal ratio in the last stage can be

‘ approximated as 02(K) ‘

? n - - 3 .42 K (1 = 82)2 02 (38)
q ogiK) ! Y a2(1+al) € *

To observe how the noise-to-signal ratio is influenced by the parameters K, a
. and N, we must consider the influence of these parameters on M as defined by
eq. (35). To this end, we consider S(k) defined as

N
{ = W (
| S(k) v lho,k\r)| (39)
| r=0
1
©  so that M o= max(s(x)) .
overk

Figure 7 shows a plot of S(k) for several different vilues of 2 as a function
< of I and k. There are a number of trends evident from these plots. First, we
- note that for a given I! and a, S(k) reaches a maximum and then decreases.
Furthermore, this raximum is reached for x small compared with I, and the value
of k for which S(x) reaches a maximum decreases as a increases. Conseguently,
: it is reasonakhle to ccasider i to be independent of K in ea. (28). Thus, from

] eq. (38), the noise-to-signal ratio does not increase rapidly with K, i.e. 1t
is relatively insensitive to the number of stages.

(1] A.V. OPPENHEIY and D.H. JOHNSON "Diccrete Peprescentation of Signals”
Proceedings of the T.E.E.E., 60 n° 6, pp. A81-691 (June 1972).
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FIGURE 7.
S(k) for several values of a as a function of N and k.

FIGURE 7.a.
a=1/2

FIGURE 7.b.
a = 3/4




FIGURE 7.c.
a = 15/16- ]
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& succession of theoretical developments such as the Fast Fourier Transform (FFT)

. these groups. In this talk 1 will not try to be comprehensive in describing the
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SOME DIGITAL SIGNAL PROCESSING ACTIVITIES AT M. I. T.

A. V. OPPEMHEIM *

Department of Electrical Engineering and Research Laboratory of
Electronics - M, [. 7. Camhridge, Mass. U.S.A.

To be presented at the Conference on SIGNAL PROCESSING
University of ERLANGEN, Genmany - Apadl 4-6 1973

1. INTRODUCTICN

Over the past five to ten years, digital signal processing has been a growing
field in terms of the development of new techniques and hardware and their appli-
cation to a broad class of problems [1). Speech processing has traditionally
been an important area of application for digital signal processing and the
growing importance of digital signal processing techniques to speech processing
is evident [2]. Similarly these techniques are increasingly important in seismic
data analysis, mechanical vibration aralysis, biomedical signal processing, radar
and sonar systems and picture processing. This growth has resulted partly from

algorithm [3], cepstral analysis and homomorphic filtering [4,5], digital filter
design, signal analysis by linear prediction [6] and a long list of others. In
addition the developments in integrated circuit technology have led to the imple-
mentation of increasingly sophisticated special purpose digital signal processing
hardware [7] and general purpose digital signal processing computers [8].

2. DIGITAL SIGNAL PROCESSING ACTIVITIES AT M.I.T.

Digital signal processing is an active research area at M.I.T. There is a digi-
tal signal processing research group in the Research Laboratory of Electronics
and another at Lincoln Labcratory. In addition there are a number of research
groups which are not directly involved in research on digital signal processing
but rely heavily on digital signal processine techniques to pursue their main
research interests. There is generally considerable interaction among all of

research projects in progress, and for the most part will confine my comments to
a few research arcas presently bzinpg investigated by ny group in the Research
Labtoratory of Electroniss. Hopefully these conments will snucrpest the flaver of
some of our Aigital siemal processing activities at M, I.T..

. ‘
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The general scope of our activities includes the investigation of a number of
theoretical isgues and new digital signal processing techniques and the applica-
tion of these techniques to speech and picture processing. As an example, over
the past several years we have been interested in models for representing arith-
metic errors due to firnite word lensth arithmetic [9]. More recently we have
been interested in the analysis and development of digital filter structures with
low sensitivity to finite register length effects [10]. Our approach is to try
to develop and utilize a network theory to obtain new filter structures. Follo-
ving the approach taken by Fettweis [11)] ve have developed a number of network
properties of digital filter including some large-scale sensitivity formulas [12].
In addition we are investigating a number of computational methods for sensitivi-
ty analysis of digital filters [13].

Another project has been directed toward the discrete representation of continu-
ous-time signals [14]. This work has led among other things to a notion referred
to as digital frequency warping which has potential application to unasqual reso-
lution and vernier spectrum analysis as discusséd in detail in another.paper at
this conference [15]. We are presently exploring also the application of this
technique to some speech processing problems. |

In speech processing our interest is primarily in the application of digital si-
gnal processing techniques for bandwidth compression and coding and for parameter
e:traction for speech recognition, speaker verification etc. Much of our approach
to speech processing has been based on homomorphic analysis of speech [5]. Re-
ceatly we have been investigating and utilizing the techniques of linear predic-
tion for speech analysis [6,16,17]. ;

A different class of problems which are becoming increasingly important and inte-
resting are those involving multi-dimensional digital signal processing. In ima-
ge processing for example, digital filtering is important in such problems as re-
ducing noise, inverse filtering, matched filtering for pattern recognition, con-
trast enhancement and dynamic range compression, etc. [18]. In contrast with one-
dimensional filters however, the problem of desirn of multi-dimensionai digital
filters is for the most part unresolved. The difficulties in multi-dimensional
filter design arise from the fact that the system function is a ratio of multi-
dimensional polynomials. . Factorization theorems for multi-dimensional polyno-
mials do not exist as they do for one dimensional volynomials and consequently
multi-dimensional system functions cannot bte simply characterized in terms of
poles and zeros. Thus stability is considerably harder to guarantee. Furtherme-
re in one dimension, the approximation problem is generally btased on the design
of a squared magnitude function which is then factored. In multi-dimensions,

it is not generally known how to specify a squared magnitude function. Further-
more, the general theory of approximation by multi-dimensional polynomials is con-
siderably less developed. Thus the general area of multi-dimensional digital fil-
ter design presents a number of interesting research problems which we are pre-
sently pursuing.

Another project involving multi-dimensional sifnal processing is concerned with
the digital reconstruction of multi-dimensional sirmals from their projections
[19,20]. 1In many applications a set of projections of an H-dimensional object
into (N-1) dimensions are available from which it is useful to reconstruct the
original cbject. X-ray phintograpas for exarple represent two dirensional projec-
tions of the three dirmensional object which has been X-rayed.

A )

The basis for nost of the alporithrms which perform reconstructicns is a theoren
which is referred to as the proisction-sliec theorem. The theorem states that
the projection at any orientation of an !l-dimensional pbject has a Fourier trans-
form which is an (li-1; Jimensional slice at thec sare orientation of the li-dimen-
sional Fourier transform of the objeet. On the baris of tnis each projection
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provides a clice of the Fourie, transform and if enough slices are obtained th-
Fourier transfor:: and lience the original object can be reconstructed.

Based on formulating the problem in digital sipmal proc2ssing terms, a numter of
nev algorithms have been developed which appear, based on several reconstruction
examples, to be superior to previous algorithms. Furthermore a number of new
theoretical results have been developed relating to the minimum number of projec-
tions necessary for exact reconstruction. It has been shown in particular that
taken at the right orientation exact recoustruction can theoretically be carried
out from only a single projection. While reconstruction based on this theorem is
too sensitive to arply in practice the theorem appears to have potential applica-
tion to multi-dimensional filter design. Scme of the more practical reconstruc-
tion algorithms have been applied to the reconstruction of a section of a leg
bone from real X-ray data.

The above comments complete the brief survey of some of our digital signal pro-
cessing activities. I would like to conclude with a short description of the
computer facilities which we use.

3. FACILITIES

There are two primary facilities that we have available to us : a Digital
Equipment Corporation PDP.9 computer at the Research Laboratory of Electronics
and a high speed signal processing computer, the Fast Digital Processor (FDP) at
Lincoln Laboratory [8]1. The PDP.9 computer is a standard medium size computer
with 18 bit fixed point arithmetic. In our facility we have 24K of core r-mory,
tvo 250K word discs, four dec tapes a graphics display, X-Y tablet, dis~ .ay pro-
cessor and point display, and high speed printer. In addition there is periphe-
ral equipment interfaced for audio input and output. In general the facility is
used in an interactive way.

The FDP is a special purpose prograrmable signal processor designed and built at
Lincoln Laboratory and is ‘interfaced to a Univac 1219 computer., It utilizes a
Aigh speed memory and operates witi a memory cycle time of 250 nanoseconds. It
has a higihly parallel configuration with four arithmetic elements which communi-
cate with each other and operate in parallel. In general it can implement signal
processing algorithrs on the order of 50-100 times faster than the PDP.9. For
example, the im.lementation of an FFT with 256 complex or 512 real points requi-
res on the order of 2 msec. This corresponds to real time spectral analysis at a
100 - 200 KH7 input sampling rate. A two-dimensional Fourier transform of a 256
by 256 point picture reauires approximately 1 seccnd. In general the speed of
the FDP permits real time digital signel processing for a wide variety of pro-
blems. For many others such as picture processing it offers the possibility of
highly interactive processing.
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